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ABSTRACT
In this paper, the focus is on Multinomial document model which is similar to the
Bernoulli model, but the presence flag in the former is replaced with the frequentist
method which takes into account the number of times the tokens occur in the text.
The application of Näıve Bayes approach is discussed for the document models.
Estimators in Näıve Bayes and Multinomial setup have been derived. Illustration
and R code snippets for implementation are included.
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1. Introduction

Content sharing sites are increasingly becoming a source of vital behavioural and at-
titudinal information for many organizations. Corporations are realizing the economic
value of the information stored in such sites (Ghose and Panagiotos, 2010). Blog sites,
online journals, wiki pages and social media sites have tons of information created
by users to express their varied opinions from the launch of latest tech-loaded smart-
phones to political happenings and to soccer league results. On micro-blogging sites
such as Twitter, there are around 330 million active users creating about 500 million
tweets per day. An important aspect of data on these social networks is that people
active on these platforms create data instantaneously in real time. Since users are real
and not anonymous, they give a fair idea about people’s opinion and attitudes towards
a brand, firm or service. For corporations, it also gives a way to assess drivers for fu-
ture sales and business (Dhar and Chang, 2009). People from almost every age-group
express themselves on social media. About 75% of the internet users use social media
and this number is increasing day by day (Kaplan and Haenlein, 2010).
Data generated from online sources are relatively easier to acquire and act as potential
treasure of information for discovering insights (Dey and Haque, 2008). Extracting this
information leads to uncovering of valuable insights in the fields of marketing, services,
human resources and customer relationship management. Hence more and more orga-
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nizations are focusing on social media to realize their organizational goals (Murdough,
2009).
A statistical analysis on social media was carried out by Dhar and Chang (2009). They
conducted statistical regression and correlation analysis on social unstructured data
to forecast the sales in the music industry. A study was conducted on influence of
social media in the financial markets by Tirunillai and Tellis (2012) who wanted to
establish links between crowdsourced information in social media to the stock prices
on the exchanges.
Big Data are data having a lot of variety and high volume and is being produced
at a very high rate and is incapable of being collected, handled, and analyzed using
prevailing statistical models, traditional tools and architectures. Big Data are of three
types: Structured; Semi-structured and Unstructured. Structured data contributes to
merely 20% of the existing data and exist as relational databases, tabular sheets, files
etc. Unstructured data does not have any fixed structural formats or schema. Exam-
ples include text, audio, images and video or any other form of information that does
not fit the common tabular notion of datasets. For example, blog posts, online forum
discussions, social media data, email content, web-page content, audio data, video
streams, image data etc. E-commerce web platforms, social data and sensors from in-
telligent devices are significantly contributing to unstructured data. Semi- structured
data sources have no strict standard of formatting and include XML files, sensor logs
and web logs etc.
Unstructured textual data comes from a variety of sources like documents, emails,
online forums, electronic news content, blogs, social media feeds and posts, call cen-
ter logs, customer feedback etc. Text analytics aim to retrieve information and extract
value from the text-based datasets. Three pillars primarily supporting the idea of Text
Analytics are-Statistical Analysis, Computational Linguistics and Machine Learning/
Deep Learning.
Unstructured textual data from social media, websites, emails etc. has to be processed
to be structurally suitable for analysis (Rusu, Halcu, Grigoriu, Neculoiu, Sandulescu
and Marinescu, 2013). Text analytics have a wide variety of applications in decision
making and strategy. Quantification of text data or other approaches to bring struc-
tural stability can be performed in a number of ways. Some approaches are discussed
below:
Binary approach: Suppose there is a set of documents, say social media posts, and
a word of interest, say ‘iPhone’. One very simple way to structure the data is to create
a flag for each record in the dataset on whether word of interest is present or not. The
above random variable of interest follows a Bernoulli Distribution where X represents
the presence/absence of a characteristic. For example, the comment ‘Iphone is too
costly. I don’t want to buy an iphone’ gets the flag 1 and ‘I am going for the concert
today’ gets flag 0.
Frequentist approach: Suppose the same set of documents as above and the same
word of interest - ‘iPhone’ is considered. Another way to structure data is to calculate
frequencies for each record in the dataset based on the word of interest. If X denotes
the number of occurrences of an event, then X follows Poisson Distribution. Using this
approach, the comment ‘Iphone is too costly. I don’t want to buy an iphone’ gets value
2, ‘The new iphone has smooth User Interface’ has value 1 and ‘I am going for the
concert today’ is taken as 0.
In this paper, a Multinomial distribution of the words present in the labelled docu-
ments (also known as the training dataset) is used. In this model setup, the feature
vectors of the document inherently capture the word frequencies (Manning, Raghavan
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and Schutze, 2008), and not merely their occurrence in that document, as in Bernoulli
Model. Additionally, Multinomial Näıve Bayes setup has been used for deriving esti-
mates of probabilities. The problem faced due to zero probability has been stated and
Laplace rule of succession discussed for addressing the problem.
In Section 2, the multinomial document model setup is discussed. This is followed by
Section 3 which discusses the Näıve Bayes setup. In Section 4, the MLE for Multino-
mial distribution is derived. An example for the same has been provided in Section
5. Section 6 deals with the problem of zero-probability. Implementation of a real-life
problem in R and Python is included in this section. Conclusions are reported in
Section 7. Appendix consists of snapshots of R and Python codes.

2. Multinomial Document Model Setup

Let X be a multinomial model document feature vector for D.
xt, the t

th component of X, gives the frequency of the word wt occurring in document
D, n =

∑
t xt is total count of words in document D,

Ck is document belonging to category or topic k.
We assume that P (wt|Ck) denotes probability of word wt being present in document
belonging to category k. The estimation is being done with help of word count data
from feature vectors of the document. Näıve Bayes assumptions state that the words
present in documents exhibit independence among themselves. The document likeli-
hood P (D|Ck) can then be written in the form of a multinomial distribution, in which
the count of draws represents the count of words in the specific document. P (wt|Ck)
is the probability of word t being present in document belonging to category k.

P (D|Ck) = P (X|Ck) =
n!∏|V |

t=1 xt!

|V |∏
t=1

P (wt|Ck)
xt

∝
|V |∏
t=1

P (wt|Ck)
xt (1)

With respect to the multinomial model, the likelihood parameters P (wt|Ck) are prob-
abilities of occurrence of every word conditional on the document category or topic. In
addition to that, parameters of the model are inclusive of prior probabilities P (Ck).
For estimating the parameters based on the training document dataset {D1, ..., DN},
let Zik be a variable which assumes value 1 if Di belongs to category or topic k, and 0
otherwise where N is the total count of documents and xit, is frequency of word wt in
documentDi, calculated for each word wt in vocabulary V . The estimated probabilities
are written as

P̂ (wt|Ck) =

∑N
t=1 xit Zik∑|V |

s=1

∑N
i=1 xisZik

=
nk(wt)∑|V |
i=1 nk(ws)

(2)

where nk(wt) denotes word frequency for wt in the kth category/topic documents and
|V | is the number of words in vocabulary V.
(2) estimates P (wt|Ck) as the relative frequency of words wt against the total count
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of words in the document belonging to category or topic k, where

nk(wt) =

N∑
i=1

xit Z
2
ik

The prior probability of kth category or topic can be estimated as

ˆP (Ck) =
Nk

N
(3)

where Nk denotes the count of documents belonging to kth category or topic and N
is the total count of documents in the training dataset.
Hence, for a given training dataset containing documents associated with a category
or topic label and a set of k such categories or topics, a multinomial classification
model can be estimated in the following manner:

(1) Start off with defining the vocabulary V where the total count of words present
specifies the feature vector dimensionality,

(2) Count N , Nk and xit ,
(3) Estimate P (wt|Ck) using (2),
(4) Finally, priors P (Ck) to be estimated using (3).

Thus, classifying an unseen documentD would require estimating posterior probability
of each category or topic as

P (Ck|D) = P (Ck|X) ∝ P (X|Ck) P (Ck) ∝ P (Ck)

|V |∏
t=1

P (wt|Ck)
xt

In contrast to the Bernoulli model, here words that are absent in the concerning
document (that is, words for which xt = 0) have no effect on the probability. Using
words u occurring in the document, the posterior probability can be written

P (Ck|D) ∝ P (Ck)

len(D)∏
j=1

P (uj |Ck)

where uj denotes j
th word of Dth document and len(D) represents length of document

D.

3. Näıve Bayes Model and Maximum Likelihood Estimation

Given a training dataset (x(i), y(i)) where each x(i) is a vector for i from 1 to n and y(i)

ranges from 1 to k, where k is an integer that specifies the associated count of categories
or topics in question. Essentially, the task in question is a multi-category classification
task, with objective of mapping every input realization x to one of the categories that y
is capable of assuming out of k possible choices. If k = 2, the associated task translates
to a binary classification task.
For simplicity, assume that every x belongs to the set {−1,+1}d for a value of d
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which specifies the count of model “features”. It can be alternately stated that every
component xj , for j ranging from 1 to d, is capable of assuming either of the two given
values.
The Näıve Bayes (NB) model is explained below: (Qin, Tang and Chen, 2012).
Let there be random variables Y and X1...Xd associated to category label y and the
vector components xi. Then for every label y in pair with attributes of x1...xd.

P (Y = y,X1 = x1, X2 = x2, . . . , Xd = xd) = P (Y = y)

d∏
j=1

P (Xj = xj |Y = y) (4)

The naivety in (4) is because the NB assumption is relatively strong one. However, it
is an extremely useful one since it brings a dramatic reduction in the count of model
parameters, even though the model in question practically stays quite effective.
From (3), the parameters of the model are of two kinds

q(y) = P (Y = y) for every y ∈ {1 . . . k} (5)

qj(x|y) = P (Xj = x|Y = y) (6)

Finally, the probability for any y, x1...xd can be written as:

P (y ∩ x1 ∩ x2 ∩ . . . ∩ xd) = q(y)

d∏
j=1

qj(xj |y) (7)

For an unseen test realization x = {x1, x2, ..., xd}, we need to maximize (4) to obtain
estimates of (5) and (7).
For the parameters in Section 3, the Maximum Likelihood Estimate of (5) can be
derived as

q̂(y) =

∑n
i=1[[y

(i) = y]]

n
=

count(y)

n
(8)

In (8), [[y(i) = y]] takes value 1 if y(i) = y and otherwise, it is 0. Similarly, the MLE
for (7) can be derived as:

q̂j(x|y) =
∑n

i=1[[y
i = y ∩ xij = x]]∑n

i=1[[y
i = y]]

=
countj(x|y)
count(y)

(9)

where countj(x|y) =
∑n

i=1[[y
i = y ∩ xij = x]].

4. Example of Multinomial Document Modeling

Let there be a collection of documents, every one of which belongs to one of the two
topics: Sports or Informatics, denoted by S and I respectively. For a given training
dataset having eleven documents with six for Sports and five for informatics, the
objective is estimation for a Naive Bayes classifier on basis of the Multinomial model
and to label unseen documents pertaining to Sports or Informatics.
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Let the vocabulary V consist of 8 words given by



w1 = goal
w2 = tutor

w3 = variance
w4 = speed
w5 = drink

w6 = defence
w7 = performance

w8 = field


A document Di can now be denoted as a row vector mi where mit denotes the count of
word wt in Di. Training dataset is shown below in form of a matrix for each category
or topic where each row signifies a document vector of 8 dimensions.

MSport =


2 0 0 0 1 2 3 1
0 0 1 0 2 1 0 0
0 1 0 1 0 2 1 0
1 0 0 2 0 1 0 1
2 0 0 0 1 0 1 3
0 0 1 2 0 0 2 1



M Inf =


0 1 1 0 0 0 1 0
1 2 0 1 0 0 1 1
0 1 1 0 0 2 0 0
0 0 0 0 0 0 0 0
0 0 1 0 1 0 1 0


Suppose that the objective is to categorize the following test documents

D1 = w5w1w6w8w1w2w6

D2 = w3w5w2w7

into either Sports or Informatics.
Denoting the word frequency of w in every document of topic k (S or I) by nk(w),

P̂ (w|S) = ns(w)∑
v∈V

ns(v)

,

P̂ (w|I) = nI(w)∑
v∈V

nI(v)
.
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The estimates of probabilities of different words in V (vocabulary) are given in Table
1 where second and fourth columns give the number of words in Sports (S) and Infor-
matics (I) categories.

Table 1. Estimates of Probabilities of Words in Vocabulary

w ns(w) P̂ (w|S) nI(w) P̂ (w|I)
w1 5 5

36 1 1
16

w2 1 1
36 4 4

16

w3 2 2
36 3 3

16

w4 5 5
36 1 1

16

w5 4 4
36 1 1

16

w6 6 6
36 2 2

16

w7 7 7
36 3 3

16

w8 6 6
36 1 1

16

Using estimated probabilities from Table 1, estimates of posterior probabilities for D1

and D2 are calculated as follows:

P̂ (D1|S) = P̂ (w5|S) P̂ (w1|S) P̂ (w6|S) P̂ (w8|S) P̂ (w1|S) P̂ (w2|S) P̂ (w6|S)

=
4

36

5

36

6

36

6

36

5

36

1

36

6

36

=
4× 52 × 63

367
= 2.76× 10−7

P̂ (D1|I) = P̂ (w5|I) P̂ (w1|I) P̂ (w6|I) P̂ (w8|I) P̂ (w1|I) P̂ (w2|I) P̂ (w6|I)
= 5.96× 10−7

P̂ (S|D1) =
P̂ (S) P (D1|S)

P̂ (S) P̂ (D1|S) + P̂ (I) P̂ (D1|I)

=
1.50× 10−7

1.50× 10−7 + 2.71× 10−8
≈ 0.847

P̂ (I|D1) = 1− P̂ (S|D1) ≈ 0.153
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Since P̂ (S|D1) > P̂ (I|D1), hence we classify D1 as S. Similarly, for D2 :

P̂ (D2|S) = P̂ (w3|S) P̂ (w5|S) P̂ (w2|S) P̂ (w7|S)

=
2

36

4

36

1

36

7

36

=
23 × 7

364
≈ 3.33× 10−5

P̂ (D2|I) = P̂ (w3|I) P̂ (w5|I) P̂ (w2|I) P̂ (w7|I)

=
3

16
× 3

16
× 3

16
× 3

16
= 5.9× 10−4

Posterior probabilities are calculated as below:

P̂ (S|D2) =
P̂ (S) P (D2|S)

P̂ (S) P̂ (D2|S) + P̂ (I) P̂ (D2|I)

=
1.82× 10−5

1.82× 10−5 + 2.50× 10−4
≈ 0.0679

P̂ (I|D2) = 1− P̂ (S|D2) ≈ 0.932

5. Problem of Zero-Probability

A primary shortcoming of relative frequency estimation with respect to the multino-
mial model is the resultant estimation of zero probability due to zero counts. It is not
favorable as the following likelihood equation

P (D|C) = P (X|Ck) =
n!∏|V |
t=1 xi

|V |∏
t=1

P (wt|Ck)
xi

∝
|V |∏
t=1

P (wt|Ck)
xi

takes product of associated probabilities. Now in the product, the presence of any one
zero term renders the whole product as zero. As a consequence, the probability of the
document being associated to that specific topic or class equals zero.
Intuitively, it would mean that since that particular word is absent in the document
topic or category in the given training dataset, it would not be present in any document
belonging to that category, which is not true intuitively.
The complex part is that

P̂ (wt|Ck) =

∑N
i=1 xit × Zik∑|V |

s=1

∑N
i=1 xis × Zik

=
nk(wt)∑|V |
i=1 nk(ws)

, (10)

happens to cause an underestimation of the likelihood estimates of those words that are
absent in the training dataset. Even if word w is absent for the kth topic or category in
the training dataset, it still needs to have P (w|Ck) > 0. Also, since sum of probabilities
is equal to 1, unobserved words have underestimated probabilities and present words
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have some overestimation.
Hence, an approach for alleviating the issue involves removal of a trivial probability
assigned to observed words and distributing the amount among the unseen words.
There is a method of doing the redistribution, which is often known as Laplace’s law
of succession (Laplace, 1814). It is also referred to as add-one smoothing (Raman,
2000) since it effectively does an addition of a count of 1 against each type of word.
For instance, if the training dataset consists of W terms, then (10) can be replaced
with:

P̂Lap(wt|Ck) =
1 +

∑N
i=1 xit × Zik

|V |+
∑|V |

i=1

∑N
i=1 xis × Zik

=
1 + nk(wt)

|V |+
∑|V |

i=1 nk(ws)

It can be seen that denominator has been inflated to account for the |V | additional
“observations” which resulted due to the “add 1” component, thereby making sure
that the probabilities remain normalized.

6. Real-life Implementation of Multinomial Setup in R

• In this section, implementation of Multinomial Näıve Bayes on
text data is depicted using R Software. Data being used is Polar-
ity dataset v2, a movie reviews dataset, Cornell IMDb available on
https://www.cs.cornell.edu/people/pabo/movie-review-data/ and contain-
ing reviews of 2000 movies with an associated positive or negative label based
on the sentiment using the queries.
Sequence of steps is as given below:

• required packages are imported into the R environment;

• snapshot of the dataset can be seen by clicking on the object in the environment;

• ordering of the dataset is randomized to remove any sort of patterns in labels
while getting the train and test split and can again be checked in the R
environment by clicking on the object;

• the ‘class’ variable is converted to type ‘factor’ and a corpus of the ‘text’
variable is created;

• corpus cleaned by data pre-processing – conversion to lower case, removing
punctuations, removing numbers, removing stop words and clearing leading
white spaces;

• a document term matrix (DTM) is created on the clean corpus;

• On inspecting the DTM, the following is observed:
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Figure A1 : Resultant DTM built on Cleaned Corpus

• number of terms (38957), which can be features, is reduced by considering those
terms which occur at least in 5 or more documents for the analysis. Thus, a
dictionary of only those terms is created and DTM is constructed on that basis,
using queries in Figure 1;

• Since the dataset was already randomized, the first 1500 rows are taken as
training set and remaining 500 rows as test set ;

• DTM objects are converted back to data frames for ease of handling;

• Finally, Multinomial Näıve Bayes model is fitted on the training dataset and
used to make predictions on the test set.

Figure A2 : Fitting Model and Predicting

• Once the model has been fitted, the truth table of predictions vs actuals is
observed.

Figure A3 : Truth Table of Predicted vs Observed

• Confusion Matrix function is used to build the confusion matrix and get relevant
statistics.

Figure A4 : Confusion Matrix and Relevant Statistics

In Figure 4, the fitted model shows an accuracy of 57% in classifying the unlabeled
observations. Other model diagnostics are as given below:

• Confidence Interval (CI): (0.5273, 0.6158).
• No Information Rate, the finest approximation conditional that zero infor-

mation beyond the complete class distribution is provided, is 0.508.
• Kappa (Cohen, 1960): In our case, Kappa takes the value 0.1534, which lies
in the poor range.

• Mcnemar’s Test P-Value (McNemar, 1947): For our example, it equals 2.2×
10−6 which shows an association between dependent and independent variable.

• Sensitivity of 0.9268 is very good.
• Specificity of 22.83%which is moderate.
• Predicted Values: Positive Predicted Value (PPV) and Negative Predicted

Value (NPV) are 0.5377 and 0.7632 respectively.
• Prevalence of 0.4920 indicates share of cases in the given population at an

instance.

The values of model diagnostics show that the fitted model is classifying the doc-
uments moderately. However, this conclusion is case-specific and cannot be
generalized.

168



Asian Journal of Statistical Sciences K Jaina, S K Sharmab and G S Bawac

The same implementation can be done in Python too and the code is shown below:

Figure A5 : Python Code

7. Conclusions

In this paper, categorization of unstructured documents is done using underlying
Multinomial distribution for words. The posterior probabilities are obtained from the
training dataset which is pre-labeled (Supervised model). This approach is lexical in
nature and focuses on the frequency of the words and not just their presence/absence
across the documents. Categorization has been done for Multinomial document clas-
sification model by using estimates of probabilities. In real life illustration, eleven
documents (six belonging to Sports category and five belonging to Informatics) have
been considered and eight words chosen in the vocabulary. It has been explained how to
categorize two new documents based on these words. Movie reviews dataset, Polarity
dataset v2 containing reviews of 2000 movies has been analyzed.
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Figure A1. Resultant DTM built on Cleaned Corpus
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Figure A2. Fitting Model and Predicting

Figure A3. Truth Table of Predicted vs Observed

Figure A4. Confusion Matrix and Relevant Statistics
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Figure A5. Python Code
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